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1
IMAGE PROCESSING METHOD AND
IMAGE PROCESSING DEVICE

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application is based on and claims priority of
Japanese Patent Application No. 2014-035000 filed on Feb.
26, 2014, and Japanese Patent Application No. 2015-12814
filed on Jan. 26, 2015. The entire disclosures of the above-
identified applications, including the specifications, draw-
ings and claims are incorporated herein by reference in their
entirety.

FIELD

The present disclosure relates to an image processing
method for correcting the brightness of an original image on
a pixel-by-pixel basis.

BACKGROUND

Patent Literature (PTL) 1 discloses a vision processing
device. According to this vision processing device, a vision
processing unit outputs a first gain signal having a certain
gain characteristic with respect to an image signal, and the
image signal input to the vision processing device is cor-
rected based on the first gain signal. Accordingly, correction
processing can be performed with high accuracy, using a
simple configuration.

CITATION LIST
Patent Literature

[PTL 1] Japanese Unexamined Patent Application Publi-
cation No. 2007-312349

SUMMARY
Technical Problem

The present disclosure provides an image processing
method for achieving both reduction in the amount of
processing of generating coeflicients for correcting an origi-
nal image and inhibition of deterioration in image quality
caused by the reduction in the amount of processing.

Solution to Problem

An image processing method according to the present
disclosure is an image processing method for correcting, on
a pixel-by-pixel basis, brightness of an original image which
includes pixels having pixel values each related to bright-
ness, the image processing method including: (a) generating
coeflicients corresponding to pixels of a reduced image of
the original image, using a predetermined relation for a pixel
value of a current pixel to be processed, a brightness state
related to brightness of a portion surrounding the current
pixel, and a coefficient for correcting the pixel value of the
current pixel; and (b) generating coefficients corresponding
to the pixels of the original image from the coefficients
corresponding to the pixels of the reduced image, to expand
the coefficients corresponding to the pixels of the reduced
image to the coefficients corresponding to the pixels of the
original image, and correcting the pixel values of the pixels
of the original image using the coefficients corresponding to
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2

the pixels of the original image, wherein in step (b), the
coeflicients corresponding to the pixels of the reduced image
are expanded to the coeflicients corresponding to the pixels
of the original image by performing, on the coefficients
corresponding to the pixels of the reduced image one or
more times, expansion processing of expanding coeflicients
from coefficients corresponding to pixels of a first image to
coeflicients corresponding to pixels of a second image larger
than the first image, and step (b) further includes limiting, to
a limit range according to the predetermined relation, at least
one of (i) a coeflicient corresponding to a pixel of the pixels
of the second image in at least one of the one or more times
the expansion processing is performed or (ii) a corrected
pixel value of the corrected pixel values of the pixels of the
original image.

Advantageous Effects

An image processing method according to the present
disclosure can achieve both reduction in the amount of
processing of generating coeflicients for correcting an origi-
nal image and inhibition of deterioration in image quality
caused by the reduction in the amount of processing.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects, advantages and features of the
disclosure will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings that illustrate a specific embodiment of the present
disclosure.

FIG. 1 is a configuration diagram illustrating a specific
example of an image processing device according to
Embodiment 1.

FIG. 2 is a configuration diagram illustrating a specific
example of a multiplication coefficient generation unit
according to Embodiment 1.

FIG. 3 illustrates a specific example of a two-dimensional
look-up table (LUT) according to Embodiment 1.

FIG. 4 illustrates an example of a limit range according to
Embodiment 1.

FIG. 5 illustrates an example of a limit range according to
Embodiment 1.

FIG. 6 A illustrates examples of pixel values of an original
image according to Embodiment 1.

FIG. 6B illustrates examples of pixel values of a reduced
image according to Embodiment 1.

FIG. 7 illustrates examples of limited multiplication coef-
ficients according to Embodiment 1.

FIG. 8A illustrates examples of pixel values of an original
image according to Embodiment 1.

FIG. 8B illustrates examples of pixel values of a reduced
image according to Embodiment 1.

FIG. 9 illustrates examples of limited multiplication coef-
ficients according to Embodiment 1.

FIG. 10 is a configuration diagram illustrating a specific
example of an image processing device according to
Embodiment 2.

FIG. 11 illustrates an example of a limit range according
to Embodiment 2.

FIG. 12 is a flowchart showing operation of the image
processing device according to Embodiment 1 or 2.

FIG. 13 is a flowchart showing operation of a correction
unit according to Embodiment 1 or 2.

DESCRIPTION OF EMBODIMENTS

The following describes non-limiting embodiments in
detail, with reference to the drawings as appropriate. How-
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ever, unnecessarily detailed description may be omitted. For
example, a detailed description of a matter already known
well and redundant description of substantially the same
configuration may be omitted. This is intended to prevent the
following description from being unnecessarily redundant
and facilitate understanding of a person skilled in the art.
It should be noted that the inventors provide the accom-
panying drawings and the following description, in order
that a person skilled in the art sufficiently understands the
present disclosure, and thus do not intend to limit a subject
matter in the claims with the drawings and description.

Embodiment 1

The following describes a present non-limiting embodi-
ment with reference to FIGS. 1 to 9.

[1-1. Configuration]

FIG. 1 is a configuration diagram illustrating a specific
example of an image processing device according to the
present embodiment. An image processing device 100 illus-
trated in FIG. 1 includes an image obtaining unit 101, a
reduced image generation unit 102, a multiplication coeffi-
cient generation unit 103, an enlargement unit 104, a limi-
tation unit 105, and an image correction unit 106. The
enlargement unit 104, the limitation unit 105, and the image
correction unit 106 form a correction unit 110.

The image obtaining unit 101 obtains an image as an
original image. For example, the image obtaining unit 101
obtains an original image from a recording medium con-
nected to the image processing device 100. This original
image may be a picture included in a video stream or a still
image. The following describes a picture included in a video
stream as an original image which is to be processed, in
order to facilitate a description.

Specifically, the image obtaining unit 101 obtains, as an
original image, a picture at a certain time included in an
input video stream. It should be noted that processing of
decoding a video stream may be executed by the image
processing device 100 or by an external device. In the latter
case, the image obtaining unit 101 obtains a video stream on
which decoding processing has been performed.

Here, an image includes a plurality of pixels. A pixel has
a pixel value related to the brightness of the pixel. For
example, the higher brightness a pixel has, the greater pixel
value the pixel has, whereas the lower brightness a pixel has,
the smaller pixel value the pixel has. Accordingly, a pixel
value may be expressed as having high brightness if a pixel
value is large, and a pixel value may be expressed as having
low brightness if a pixel value is small. A pixel value may
be a luminance value, a component of an RGB value, or a
component of a YUV value.

The reduced image generation unit 102 reduces an image.
For example, the reduced image generation unit 102
decreases the number of pixels of the original image
obtained by the image obtaining unit 101, to generate a
reduced image.

Specifically, the reduced image generation unit 102 per-
forms low pass filter processing and subsampling process-
ing, to generate a reduced image having no aliasing. For
example, if the original image has 1920x1080 pixels, the
reduced image generation unit 102 reduces this original
image into an image having % pixels both horizontally and
vertically, to generate a reduced image having 480x270
pixels.

It should be noted that when generating a reduced image,
the reduced image generation unit 102 may generate a
reduced image having the same aspect ratio as that of an
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original image, or a reduced image having a different aspect
ratio. In other words, a designer can freely set the number of
pixels and the aspect ratio of a reduced image.

The reduced image generation unit 102 outputs the
reduced image obtained by reducing the original image, to
the multiplication coefficient generation unit 103.

Although the above describes filter processing as a
method for generating a reduced image, the reduced image
generation unit 102 calculates (computes) an average value
of pixel values of an original image for each one of pixels
of'a reduced image, and generate the average value as a pixel
value of that pixel of the reduced image.

The multiplication coefficient generation unit 103 is a
generation unit which generates a multiplication coefficient.
Specifically, the multiplication coeflicient generation unit
103 calculates a multiplication coefficient for each of pixels
of the reduced image, based on a pixel value of the pixel of
the reduced image and a pixel value of a pixel located in a
portion surrounding the pixel, to generate multiplication
coeflicients corresponding to the pixels of the reduced
image. More specifically, the multiplication coeflicient gen-
eration unit 103 generates multiplication coeflicients based
on characteristic information of a multiplication coeflicient
that varies depending on a brightness state (brightness level)
related to brightness of a portion surrounding a current pixel
to be processed.

For example, the characteristic information indicates a
relation between a pixel value of a current pixel to be
processed, a brightness state related to brightness of a
portion surrounding the current pixel, and a multiplication
coeflicient for correcting the pixel value of the current pixel.
Specifically, the brightness state indicates brightness of
pixels which include a current pixel to be processed and one
or more pixels in a portion surrounding the current pixel.

The multiplication coefficients generated by the multipli-
cation coefficient generation unit 103 are coefficients for
correcting, among pixels of the original image, pixel values
of pixels corresponding to pixels of the reduced image. Such
a multiplication coefficient may be considered to be a
coeflicient for correcting a pixel value of a pixel of the
reduced image. In addition, the multiplication coefficient
may be expressed as a gain. Furthermore, multiplication
coeflicients corresponding to pixels of an image may cor-
respond to the image, and may be expressed as a gain map.
Such multiplication coefficients may be expressed also as a
coeflicient map, a coefficient matrix, or coeflicient data.

As described above, such a multiplication coefficient is
generated for each pixel included in the reduced image.
Then, multiplication coefficients that are the same in number
as the pixels of the reduced image are expanded by the next
processing, to generate multiplication coefficients that are
the same in number as pixels of the original image.

FIG. 2 is a configuration diagram illustrating a specific
example of the multiplication coeflicient generation unit 103
illustrated in FIG. 1, and is an explanatory diagram of a
specific example of generating multiplication coefficients
from a reduced image input to the multiplication coeflicient
generation unit 103. For example, the multiplication coef-
ficient generation unit 103 includes a blur signal generation
unit 201 and a multiplication coefficient determination unit
202, as illustrated in FIG. 2.

The blur signal generation unit 201, for each pixel of a
reduced image, combines a pixel value of the pixel and pixel
values of pixels located in a portion surrounding the pixel,
to generate a blur signal. A blur signal includes information
indicating the lightness of a current pixel to be processed and
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a portion surrounding the pixel (in other words, average
brightness of the current pixel and the portion surrounding
the pixel).

Here, a surrounding portion defines a range, the length of
which corresponds to one pixel or a predetermined number
of pixels, for example. Pixels located in a portion surround-
ing a current pixel to be processed may adjoin the current
pixel. Here, although a pixel value of a current pixel to be
processed is used to generate a blur signal, only pixel values
of pixels located in a portion surrounding the current pixel
may be used. Furthermore, a position of a pixel may
correspond to the center of the pixel or the upper left corner
of the pixel, for instance.

Specifically, the blur signal generation unit 201 performs
filter processing on pixel values (for example, luminance
values) of a current pixel to be processed and pixels located
in a portion surrounding the current pixel, using a two-
dimensional low pass filter or one-dimensional low pass
filter, for instance. Then, the blur signal generation unit 201
outputs a blur signal obtained by filter processing, to the
multiplication coefficient determination unit 202.

The multiplication coefficient determination unit 202, for
each pixel of the reduced image, determines a multiplication
coeflicient based on a pixel value of the pixel and a blur
signal corresponding to the pixel, to generate multiplication
coeflicients that are the same in number as pixels of the
reduced image. For example, if the reduced image has
480270 pixels, 480x270 multiplication coefficients are
generated.

Specifically, the multiplication coefficient determination
unit 202 generates a multiplication coefficient from a pixel
value of the reduced image and a blur signal, using a
two-dimensional look-up table (LUT). Here, a two-dimen-
sional LUT is a table for determining a multiplication
coeflicient based on a pixel value of a reduced image and a
blur signal. Accordingly, the two-dimensional LUT defines
a multiplication coefficient corresponding to a pixel value of
a reduced image and a blur signal.

For example, the two-dimensional LUT includes a plu-
rality of tables each showing the correspondence between
pixel values and multiplication coefficients. The multiplica-
tion coefficient determination unit 202 selects a table from
among the plurality of tables, using the blur signal input
from the blur signal generation unit 201. Then, the multi-
plication coefficient determination unit 202 determines a
multiplication coefficient corresponding to a pixel value of
the reduced image, with reference to the selected table, to
generate a multiplication coefficient. It should be noted that
a function for determining a multiplication coefficient based
on a pixel value of a reduced image and a blur signal may
be used for a two-dimensional LUT.

For example, the multiplication coefficient determination
unit 202 generates a multiplication coefficient for correcting
a dark portion. Correction of a dark portion is for brighten-
ing a dark area (dark portion), and corresponds to human
visual characteristics. Such correction of a dark portion may
be combined with correction of a bright portion for dark-
ening a bright area (bright portion).

A person has visual characteristics which unconsciously
convert information that comes into eyes. The two-dimen-
sional LUT used by the multiplication coeflicient determi-
nation unit 202 represents as characteristic information, in
simple, conversion characteristics similar to visual charac-
teristics called brightness contrast or color contrast, in
particular. Specifically, even when brightness is physically
the same, if a surrounding portion is bright, the same
brightness is perceived to be rather dark, whereas if a
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surrounding portion is dark, the same brightness is perceived
to be rather bright. Such visual characteristics are called
brightness contrast.

The multiplication coeflicient determination unit 202 gen-
erates multiplication coefficients corresponding to such
visual characteristics, in order to improve subjective image
quality. In particular, the multiplication coefficient determi-
nation unit 202 generates a multiplication coefficient using
a blur signal on which one or more pixel values in a
surrounding portion are reflected, in order to inhibit contrast
from disappearing due to correction. Accordingly, an appro-
priate multiplication coeflicient is generated, thus inhibiting
disappearance of contrast.

FIG. 3 illustrates an example of a two-dimensional LUT
used by the multiplication coefficient determination unit
202. In FIG. 3, a horizontal axis indicates a pixel value of a
current pixel to be processed, and a vertical axis indicates a
multiplication coefficient. The description below is given
assuming that a permissible range of a pixel value of a
current pixel to be processed and a value of a blur signal
(blur signal value) is 0 to 255.

The multiplication coefficient determination unit 202
selects a one-dimensional characteristics table according to
a blur signal value. Specifically, if a blur signal value is O,
the multiplication coefficient determination unit 202 selects
a one-dimensional characteristics table 301.

Similarly, if a blur signal value is 64, the multiplication
coefficient determination unit 202 selects a one-dimensional
characteristics table 302. If a blur signal value is 128, the
multiplication coefficient determination unit 202 selects a
one-dimensional characteristics table 303. If a blur signal
value is 196, the multiplication coefficient determination
unit 202 selects a one-dimensional characteristics table 304.
If a blur signal value is 255, the multiplication coeflicient
determination unit 202 selects a one-dimensional character-
istics table 305.

Although FIG. 3 illustrates, for convenience, one-dimen-
sional characteristics tables for blur signal values of 0, 64,
128, 196, and 255, a two-dimensional LUT has one-dimen-
sional characteristics tables having shapes different for blur
signal values. The multiplication coefficient determination
unit 202 selects a one-dimensional characteristics table
according to a blur signal value. Then, the multiplication
coeflicient determination unit 202 calculates, as a multipli-
cation coeflicient corresponding to a current pixel to be
processed, a multiplication coefficient corresponding to a
pixel value of the current pixel from the selected one-
dimensional characteristics table.

For example, if a blur signal value is 128 and a pixel value
is 80, the multiplication coefficient determination unit 202
calculates, as a multiplication coefficient corresponding to
the current pixel, a multiplication coefficient of 0.6 at point
306 on the one-dimensional characteristics table 303 in FIG.
3.

It should be noted that ideally, the two-dimensional LUT
shows multiplication coefficients for all combinations of
gradations in blur signal value and gradations in pixel value
of a reduced image. However, multiplication coefficients
shown by the two-dimensional LUT may be discretized and
expressed by polygonal lines, in order to achieve simplifi-
cation. In that case, when the multiplication coeflicient
determination unit 202 is to refer to a multiplication coef-
ficient between discretized multiplication coefficients, the
multiplication coefficient determination unit 202 interpo-
lates the multiplication coefficient between the discretized
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multiplication coefficients from the discretized multiplica-
tion coefficients, and refers to the interpolated multiplication
coeflicient.

The enlargement unit 104 generates, from the multiplica-
tion coefficients corresponding to pixels of the reduced
image, multiplication coefficients corresponding to pixels of
an original image, to enlarge the multiplication coefficients
corresponding to the pixels of the reduced image to the
multiplication coefficients corresponding to the pixels of the
original image. Here, enlarging multiplication coefficients
does not mean a change of multiplication coefficients to
greater coeflicients, but rather mean an increase in the
number of multiplication coefficients. Therefore, “enlarge”
may be expressed as “expand”.

In other words, the enlargement unit 104 generates a gain
map of the original image from a gain map of the reduced
image, to enlarge the gain map of the reduced image to the
gain map of the original image. Furthermore, to put it
another way, the enlargement unit 104 develops multiplica-
tion coefficients corresponding to pixels of the reduced
image into multiplication coefficients corresponding to pix-
els of the original image.

Specifically, for example, the enlargement unit 104
enlarges multiplication coefficients by enlargement process-
ing in which bilinear interpolation (linear interpolation) is
used. As another method, the enlargement unit 104 enlarges
multiplication coefficients by enlargement processing in
which nearest neighbor interpolation is used. Furthermore,
as another method, the enlargement unit 104 enlarges mul-
tiplication coefficients by enlargement processing in which
bicubic interpolation is used.

The limitation unit 105 limits multiplication coefficients
generated for pixels included in the original image, in
accordance with the upper limit, the lower limit, or both
according to a pixel value of the pixel. A detailed description
of the limitation unit 105 will be given below.

The image correction unit 106 corrects an original image.
For example, the image correction unit 106 corrects a dark
portion or a bright portion of the original image. Specifically,
the image correction unit 106 multiplies one of multiplica-
tion coeflicients generated for pixels included in the original
image by a pixel value of a corresponding pixel, to correct
the pixel value of the pixel.

For example, the image correction unit 106 generates a
pixel value (X,,,) obtained by multiplying a multiplication
coeflicient (g) by a pixel value (X,,,) of the original image,
as shown in Expression 1. The image correction unit 106
generates an image which includes the generated pixel value
(X,,.0), to correct the original image.

Xow=8Xin (Expression 1)

More specifically, the image correction unit 106 performs
correction processing on a component of an RGB value as
a pixel value of an original image. It should be noted that,
as another method, the image correction unit 106 may
perform correction processing on a component of a YUV
value as a pixel value of an original image.

[1-2. Details of Limitation Unit 105]

The following describes specific operation of the limita-
tion unit 105, with reference to the drawings.

The limitation unit 105 calculates a limit value for a
multiplication coefficient according to a pixel value of a
current pixel to be processed in an original image. Specifi-
cally, the limitation unit 105 calculates a limit value using a
one-dimensional characteristics table obtained from a two-
dimensional LUT used by the multiplication coeflicient
generation unit 103, according to a pixel value of a current
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pixel to be processed. Then, the limitation unit 105 limits a
multiplication coefficient in accordance with the calculated
limit value. In short, the limitation unit 105 limits the
multiplication coefficient corresponding to the pixel of the
original image to a range set according to the pixel value of
the original image and characteristic information used by the
multiplication coefficient generation unit 103.

FIG. 4 illustrates an example of a limit range according to
the present embodiment. FIG. 4 illustrates an upper limit
one-dimensional characteristics table 401 and a lower limit
one-dimensional characteristics table 402.

The limitation unit 105 generates a one-dimensional char-
acteristics table by projecting a two-dimensional LUT used
by the multiplication coefficient generation unit 103 onto
one-dimension. For example, the upper limit one-dimen-
sional characteristics table 401 includes the greatest multi-
plication coefficients obtained from blur signal values of 0 to
255 for pixel values of 0 to 255, in the two-dimensional LUT
illustrated in FIG. 3. Similarly, the lower limit one-dimen-
sional characteristics table 402 includes the smallest multi-
plication coefficients for pixel values of 0 to 255.

In short, the limitation unit 105 sets, for each pixel value,
an upper limit of a multiplication coefficient corresponding
to the pixel value to the greatest one of multiplication
coeflicients calculated for the pixel value using characteris-
tic information of the multiplication coefficients in corre-
spondence with blur signal values. Furthermore, the limita-
tion unit 105 sets, for each pixel value, a lower limit of a
multiplication coefficient corresponding to the pixel value to
the smallest one of multiplication coefficients calculated for
the pixel value using characteristic information of the mul-
tiplication coeflicients in correspondence with blur signal
values.

If a multiplication coefficient obtained by the enlargement
unit 104 is greater than the upper limit, or if a multiplication
coeflicient is smaller than the lower limit, the limitation unit
105 converts the multiplication coefficient into a multipli-
cation coefficient in a range between the upper limit and the
lower limit. For example, if a multiplication coeflicient
obtained by the enlargement unit 104 is greater than the
upper limit, the limitation unit 105 replaces the multiplica-
tion coefficient obtained by the enlargement unit 104 with a
multiplication coefficient at the upper limit. In contrast, if a
multiplication coeflicient obtained by the enlargement unit
104 is smaller than the lower limit, the limitation unit 105
replaces the multiplication coefficient obtained by the
enlargement unit 104 with a multiplication coefficient at the
lower limit.

It should be noted that the limiting operation is not limited
to the above operation. If a multiplication coefficient
obtained by the enlargement unit 104 is greater than the
upper limit, the limitation unit 105 may convert the multi-
plication coefficient obtained by the enlargement unit 104
into a given multiplication coefficient in a range between the
upper limit and the lower limit.

In the above configuration, the enlargement unit 104
enlarges multiplication coefficients generated by the multi-
plication coeflicient generation unit 103 one time. However,
the number of times enlargement is performed is not limited
to one time. The enlargement unit 104 may enlarge multi-
plication coefficients multiple times. For example, the
enlargement unit 104 may enlarge multiplication coefficients
for a reduced image to multiplication coefficients for an
intermediate image larger than the reduced image and
smaller than an original image, and thereafter expand the
multiplication coefficients for the intermediate image to
multiplication coefficients for the original image.
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In this case, the limitation unit 105 limits the multiplica-
tion coefficients which have been enlarged. The limitation
unit 105 may limit multiplication coefficients obtained by
any of the multiple times enlargement is performed. For
example, if the enlargement unit 104 performs enlargement
processing two times, the limitation unit 105 may limit
multiplication coefficients obtained by the first enlargement
or by the second enlargement.

[1-3. Variation 1 of Limitation Unit 105]

The following describes Variation 1 of the limitation unit
105. In this variation, both the upper limit one-dimensional
characteristics table and the lower limit one-dimensional
characteristics table are one-dimensional characteristics
tables corresponding to predetermined blur signal values in
the two-dimensional LUT.

For example, the upper limit one-dimensional character-
istics table set by the limitation unit 105 may be a one-
dimensional characteristics table corresponding to a blur
signal value of 0 which indicates the lowest brightness in the
two-dimensional LUT in FIG. 3. In addition, the lower limit
one-dimensional characteristics table set by the limitation
unit 105 may be a one-dimensional characteristics table
corresponding to a blur signal value of 255 which indicates
the highest brightness in the two-dimensional LUT in FIG.
3.

The limitation unit 105 calculates a limit value from the
one-dimensional characteristics tables, according to a pixel
value of a current pixel to be processed in the original image.
[1-4. Variation 2 of Limitation Unit 105]

The following describes Variation 2 of the limitation unit
105. In this variation, the limitation unit 105 limits multi-
plication coefficients in accordance with a function (approxi-
mation function) which approximates to a one-dimensional
characteristics table.

For example, the limitation unit 105 calculates a quadratic
function which approximates to the upper or lower limit
one-dimensional characteristics table set in the present
embodiment or Variation 1. When the limitation unit 105
calculates a quadratic function which approximates to a
one-dimensional characteristics table, the limitation unit 105
may calculate coefficients of a quadratic function using the
least square method.

At that time, if the shape of the one-dimensional charac-
teristics table is greatly different from the shape of the
quadratic function, the limitation unit 105 may calculate
coeflicients of the quadratic function using the least square
method, only in a range where a pixel value is greater than
a predetermined value. This is because the effect of limita-
tion becomes more noticeable with an increase in pixel
value, and sufficient effect can be obtained by using a range
of large pixel values only.

FIG. 5 illustrates a limit range according to this variation.
FIG. 5 illustrates an upper limit quadratic function 501 and
a lower limit quadratic function 502. The upper limit qua-
dratic function 501 and the lower limit quadratic function
502 are each obtained by calculating a function which
approximates to a one-dimensional characteristics table.
[1-5. Supplementary Description]

As described above, the image processing device 100
according to the present embodiment obtains an original
image, reduces the obtained original image, and generates a
reduced image. Here, the reduced image is an image having
lower resolution than the original image. In addition, the
image processing device 100 calculates a multiplication
coefficient for each pixel included in the reduced image,
based on characteristic information of a multiplication coef-
ficient by which a pixel value of a current pixel to be
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processed is to be multiplied. It should be noted that
characteristic information defines a multiplication coeffi-
cient in accordance with a pixel value of a current pixel to
be processed and a brightness state related to the brightness
of a portion surrounding the current pixel.

The image processing device 100 enlarges, one or more
times, multiplication coefficients calculated for pixels
included in the reduced image, to calculate multiplication
coeflicients corresponding to pixels included in the original
image. When the image processing device 100 enlarges
multiplication coefficients calculated for pixels included in
the reduced image, the image processing device 100 limits
the multiplication coefficients obtained by at least one of the
one or more times enlargement is performed. Then, the
image processing device 100 multiplies pixel values of
corresponding pixels among pixels included in the original
image by the limited multiplication coefficients, to correct
the original image.

In the above, if the image processing device 100 limits
multiplication coefficients which have been enlarged, the
image processing device 100 limits the enlarged multipli-
cation coefficients to a range set by pixel values of pixels
corresponding to the enlarged multiplication coefficients and
characteristic information.

[1-6. Advantageous Effects and Others]

Multiplication coefficients corresponding to pixels of the
reduced image are generated, and enlarged to multiplication
coeflicients corresponding to pixels of the original image. As
a result, multiplication coefficients corresponding to pixels
of the original image are generated efficiently.

However, in an area where a design has disappeared due
to reduction, multiplication coefficients obtained by enlarg-
ing the multiplication coefficients calculated for the reduced
image may be greatly different from multiplication coeffi-
cients obtained by two-dimensional LUT processing on the
original image, without reducing the original image. This
may excessively increase or decrease the brightness of a
small bright area in a dark area more than intended.

This phenomenon is caused by the following: multiplica-
tion coefficients corresponding to pixels of the reduced
image of the original image are calculated using the reduced
image; and the multiplication coefficients corresponding to
the pixels of the reduced image are enlarged to the multi-
plication coefficients corresponding to pixels of the original
image. More specifically, this phenomenon is caused by the
disappearance of a design due to reduction.

Specific examples of a phenomenon in which the bright-
ness is excessively increased are now described with refer-
ence to FIGS. 6A, 6B, and 7. FIG. 6A shows pixel values of
an original image. A middle area having slightly bright pixel
value (80) is in a large area having a dark pixel value (0), and
furthermore, a small area having a quite bright pixel value
(200) is in the middle area. In this case, in a reduced image,
reduction processing allows the information on the large
area and the middle area to remain, but causes the small area
to disappear in the middle area, as illustrated in FIG. 6B.

For this reduced image, the multiplication coefficient
generation unit 103 calculates a multiplication coeflicient
based on the two-dimensional LUT, using a blur signal value
indicating 0 and a pixel value indicating 80. As a result, as
shown in FIG. 7, 1.6 is calculated as a multiplication
coeflicient. A pixel value obtained by multiplying the pixel
value (200) of the small area of the original image by 1.6 is
320 which greatly exceeds 255 that is the maximum value of
a pixel value, thus making the small area excessively bright.

On the other hand, in the present embodiment, 1.6 is
calculated as a multiplication coefficient for the reduced
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image, and the enlargement unit 104 performs enlargement
processing on the multiplication coefficient. Thereafter, the
limitation unit 105 limits enlarged multiplication coefficients
based on the upper limit. Specifically, for example, the
limitation unit 105 limits a multiplication coefficient based
on the upper limit indicating 1.1 specified using the one-
dimensional characteristics table corresponding to a blur
signal value indicating O for a pixel value of 200. As a result,
the corrected pixel value is 220. Accordingly, the image
processing device 100 can prevent the small area which has
disappeared in the reduced image due to reduction from
becoming excessively bright in the original image.

The following describes specific examples of a phenom-
enon in which the brightness is excessively decreased, with
reference to FIGS. 8A, 8B, and 9. FIG. 8A shows pixel
values of an original image. A middle area having a rather
dark pixel value (80) is in a large area having the brightest
pixel value (255), and furthermore a small area having a
bright pixel value (200) in the middle area. In this case, in
a reduced image, reduction processing allows the informa-
tion on the large area and the middle area to remain, but
causes the small area to disappear in the middle area, as
illustrated in FIG. 8B.

For this reduced image, the multiplication coeflicient
generation unit 103 calculates a multiplication coeflicient
based on the two-dimensional LUT, using a blur signal value
indicating 255 and a pixel value indicating 80. As a result,
0.3 is calculated as a multiplication coefficient, as shown in
FIG. 9. However, the pixel value obtained by multiplying the
pixel value (200) of the small area of the original image by
0.3 is 60, which excessively decreases the brightness of the
small area of the original image.

On the other hand, in the present embodiment, 0.3 is
calculated as a multiplication coefficient for a reduced
image, and the enlargement unit 104 performs enlargement
processing on the multiplication coefficient. Thereafter, the
limitation unit 105 limits enlarged multiplication coefficients
based on the lower limit. Specifically, for example, the
multiplication coefficient is limited based on the lower limit
indicating 0.9 specified using the one-dimensional charac-
teristics table according to a blur signal value indicating 255
for a pixel value indicating 200. As a result, the corrected
pixel value is 180. Accordingly, the image processing device
100 can prevent the small area which has disappeared in the
reduced image due to reduction from becoming excessively
dark in the original image.

Thus, the image processing device 100 can achieve both
reduction in the amount of processing of generating coeffi-
cients for correcting an original image, and inhibition of
deterioration in image quality which occurs due to the
reduction in the amount of processing.

Embodiment 2

The following describes the present embodiment, with
reference to FIGS. 10 and 11.

[2-1. Configuration]

FIG. 10 is a schematic diagram illustrating a configuration
of'an image processing device 1000 according to the present
embodiment.

The image processing device 1000 according to the
present embodiment includes an image obtaining unit 1001,
a reduced image generation unit 1002, a multiplication
coeflicient generation unit 1003, an enlargement unit 1004,
an image correction unit 1005, and a limitation unit 1006.
The enlargement unit 1004, the image correction unit 1005,
and the limitation unit 1006 form a correction unit 1010.
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The image obtaining unit 1001, the reduced image gen-
eration unit 1002, the multiplication coeflicient generation
unit 1003, the enlargement unit 1004, and the image cor-
rection unit 1005 according to the present embodiment are
constituent elements equivalent to the image obtaining unit
101, the reduced image generation unit 102, the multiplica-
tion coeflicient generation unit 103, the enlargement unit
104, and the image correction unit 106 according to Embodi-
ment 1, respectively, and thus a description thereof is
omitted.

The limitation unit 1006 limits pixel values of pixels
included in an original image corrected by the image cor-
rection unit 1005 on a pixel-by-pixel basis, based on an
upper limit, a lower limit, or both according to uncorrected
pixel values of the original image.

The following describes a specific operation of the limi-
tation unit 1006, with reference to the drawings.

The limitation unit 1006 calculates a range for a corrected
pixel value according to an uncorrected pixel value of a
current pixel to be processed in the original image, and
limits the corrected pixel value to the calculated range.
Specifically, the limitation unit 1006 calculates a range for
a corrected pixel value, based on a one-dimensional char-
acteristics table generated from a two-dimensional LUT
used by the multiplication coefficient generation unit 1003.
More specifically, the limitation unit 1006 generates a one-
dimensional characteristics table obtained by projecting the
two-dimensional LUT onto one-dimension and thereafter
multiplying a pixel value of a current pixel to be processed.

For example, an upper limit one-dimensional character-
istics table includes pixel values obtained by multiplying,
for each of pixel values of 0 to 255 each representing a pixel
value of a current pixel to be processed by a greatest one of
multiplication coefficients corresponding to blur signal val-
ues of 0 to 255. Similarly, a lower limit one-dimensional
characteristics table includes pixel values obtained by mul-
tiplying, for each of pixel values of 0 to 255 each repre-
senting a pixel value of a current pixel to be processed by a
smallest one of multiplication coefficients corresponding to
blur signal values of 0 to 255.

FIG. 11 illustrates an example of a limit range based on
an upper limit one-dimensional characteristics table and a
lower limit one-dimensional characteristics table.

A one-dimensional characteristics table 1101 shown in
FIG. 11 is an upper limit one-dimensional characteristics
table. The one-dimensional characteristics table 1101
includes pixel values obtained by multiplying each of pixel
values of 0 to 255 each representing a pixel value of a
current pixel to be processed by a greatest one of multipli-
cation coeflicients corresponding to blur signal values of 0
to 255.

A one-dimensional characteristics table 1102 shown in
FIG. 11 is a lower limit one-dimensional characteristics
table. The one-dimensional characteristics table 1102
includes pixel values obtained by multiplying each of pixel
values of 0 to 255 each representing a pixel value of a
current pixel to be processed by a smallest one of multipli-
cation coeflicients corresponding to blur signal values of 0
to 255.

If a corrected pixel value of a current pixel to be processed
is greater than an upper limit obtained from an uncorrected
pixel value of the current pixel, the limitation unit 1006
replaces the corrected pixel value with the upper limit. In
addition, if a corrected pixel value of a current pixel to be
processed is smaller than the lower limit obtained from an
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uncorrected pixel value of the current pixel, the limitation
unit 1006 replaces the corrected pixel value with the lower
limit.

[2-2. Supplementary Description]

In the present embodiment, the image processing device
1000 obtains an original image, reduces the obtained origi-
nal image, and generates a reduced image, as described
above. Here, the reduced image is an image having a
resolution lower than the original image. In addition, the
image processing device 1000 calculates a multiplication
coefficient for each pixel included in the reduced image,
based on characteristic information of a multiplication coef-
ficient by which a pixel value of a current pixel to be
processed is multiplied. It should be noted that characteristic
information specifies a multiplication coefficient, in accor-
dance with a pixel value of a current pixel to be processed
and a brightness state related to brightness of a portion
surrounding the current pixel.

The image processing device 1000 enlarges multiplica-
tion coeflicients calculated for pixels included in the reduced
image, to calculate multiplication coefficients corresponding
to pixels included in an original image. The image process-
ing device 1000 multiplies, for each pixel of the original
image, a pixel value of the pixel by a multiplication coef-
ficient corresponding to the pixel, to correct the original
image.

Here, the image processing device 1000 limits pixel
values obtained by multiplying pixel values of pixels of the
original image by multiplication coefficients corresponding
to the pixels of the original image to a range calculated based
on the pixel values and characteristic information of the
pixels of the original image. In other words, the image
processing device 1000 changes the pixel values obtained by
multiplication, within the range calculated based on the
original pixel values and characteristic information, and
outputs the resultant pixel values.

[2-3. Advantageous Effects and Others]

In an area where a design has disappeared due to reduc-
tion, multiplication coefficients obtained by enlarging the
multiplication coefficients calculated for a reduced image
may be greatly different from multiplication coefficients
obtained by two-dimensional LUT processing on an original
image, without reducing the original image. This may exces-
sively increase or decrease the brightness of a small bright
area in a dark area more than intended.

This phenomenon is caused by the following: multiplica-
tion coefficients corresponding to pixels of the reduced
image of the original image are calculated using the reduced
image; and the multiplication coefficients corresponding to
the pixels of the reduced image are enlarged to the multi-
plication coefficients corresponding to pixels of the original
image. More specifically, this phenomenon is caused by the
disappearance of a design due to reduction.

To address this, the image processing device 1000 accord-
ing to the present embodiment limits corrected pixel values
to a range according to uncorrected pixel values and char-
acteristic information used for calculating multiplication
coeflicients. In this manner, the image processing device
1000 can set pixel values to be finally output to an appro-
priate range according to characteristic information. The
image processing device 1000 can prevent a phenomenon in
which an area where a design has disappeared due to
reduction has excessively high or low brightness.

Thus, the image processing device 1000 can achieve both
reduction in the amount of processing for generating coef-
ficients for correcting an original image, and inhibition of
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deterioration in image quality which occurs due to the
reduction in the amount of processing.
Conclusion

As described above, the image processing device (the
image processing device 100, 1000) according to the present
disclosure corrects, on a pixel-by-pixel basis, brightness of
an original image which includes pixels having pixel values
each related to brightness. Specifically, for example, the
image processing device corrects a dark portion or a bright
portion. The image processing device includes a generation
unit (the multiplication coefficient generation unit 103,
1003) and a correction unit (the correction unit 110, 1010).

The generation unit generates coeflicients corresponding
to pixels of a reduced image of an original image using a
predetermined relation. Here, the predetermined relation is a
relation predetermined for a pixel value of a current pixel to
be processed, a brightness state related to brightness of a
portion surrounding the current pixel, and a coefficient for
correcting the pixel value of the current pixel.

The correction unit generates coeflicients corresponding
to pixels of the original image from coefficients correspond-
ing to pixels of the reduced image. At that time, the
correction unit performs, on the coefficients corresponding
to the pixels of the reduced image one or more times,
expansion processing of expanding coefficients from coef-
ficients corresponding to pixels of a first image to coeffi-
cients corresponding to pixels of a second image larger than
the first image. The correction unit corrects pixel values of
pixels of the original image using coefficients corresponding
to the pixels of the original image.

The correction unit limits, to a limit range according to the
predetermined relation, at least one of (i) a coeflicient
corresponding to one of the pixels of the second image in at
least one of the one or more times the correction unit
performs the expansion processing or (ii) one of the cor-
rected pixel values of the pixels of the original image. In
other words, the correction unit limits a coefficient corre-
sponding to one of the pixels of the second image and/or one
of the corrected pixel values of the pixels of the original
image so that the coefficient corresponding to the pixel of the
second image and/or the corrected pixel value of the pixel of
the original image are in the limit range.

In this manner, the image processing device can achieve
both reduction in the amount of processing of generating
coeflicients for correcting the original image and inhibition
of deterioration in image quality caused by the reduction in
the amount of processing.

For example, the limit range may be a range for a
coeflicient obtained using a pixel value of the pixel of the
second image as the pixel value of the current pixel, in
accordance with the predetermined relation. The correction
unit may limit a coefficient corresponding to a pixel of the
second image to such a limit range in at least one time
expansion processing is performed.

The limit range in such a case may have, for each of pixel
values each representing the pixel value of the current pixel,
an upper limit which is a greatest one of coefficients
obtained according to brightness states, in accordance with
the pixel value, the brightness states, and the predetermined
relation. The limit range in such a case may have, for each
of pixel values each representing the pixel value of the
current pixel, a lower limit which is a smallest one of
coeflicients obtained according to brightness states, in accor-
dance with the pixel value, the brightness states, and the
predetermined relation.

For example, the limit range may be a range in which the
corrected pixel value of a pixel of the pixels of the original
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image is obtained by correcting the pixel value of the pixel
of the original image using one of coefficients in a range for
a coefficient obtained using the pixel value of the pixel of the
original image as the pixel value of the current pixel in
accordance with the predetermined relation. The correction
unit may limit the corrected pixel value of the pixel of the
original image to such a limit range.

The limit range in this case may have, for each of pixel
values each representing the pixel value of the current pixel,
an upper limit which is a corrected pixel value obtained by
correcting the pixel value using a greatest one of coefficients
obtained according to brightness states, in accordance with
the predetermined relation. The limit range in this case may
have, for each of pixel values each representing the pixel
value of the current pixel, a lower limit which is a corrected
pixel value obtained by correcting the pixel value using a
smallest one of coeflicients obtained according to brightness
states, in accordance with the predetermined relation.

For example, the limit range may have only the upper
limit out of the upper limit and the lower limit. In other
words, only the upper limit may be specified out of the upper
limit and the lower limit. Subjective deterioration in image
quality resulting from an excessively large multiplication
coeflicient or pixel value is more noticeable than subjective
deterioration in image quality resulting from an excessively
small multiplication coefficient or pixel value. Thus, the
image processing device can appropriately inhibit subjective
deterioration in image quality by limiting multiplication
coeflicients or pixel values based on an appropriate upper
limit.

FIG. 12 is a flowchart showing main operation of the
image processing device according to the present disclosure.
First, the generation unit generates coefficients for a reduced
image using a predetermined relation (S1201). Next, the
correction unit generates coefficients for an original image
from the coefficients for the reduced image, and corrects
pixel values of the original image using the coefficients for
the original image (S1202).

FIG. 13 is a flowchart showing specific operation for
correction processing (S1202) shown in FIG. 12. First, the
correction unit determines the reduced image as a first
image, and determines an image larger than the first image
as a second image (S1301). Next, the correction unit gen-
erates coeflicients for the second image from coefficients for
the first image (S1302). Next, the correction unit limits the
coeflicients for the second image to a range in accordance
with the predetermined relation (S1303).

If the image determined as the second image is not the
original image (No in S1304), the correction unit determines
the image determined as the second image as the first image,
and determines an image larger than the first image as the
second image (S1305). Then, the correction unit repeats
processing again from the processing of generating coeffi-
cients for the second image from the coeflicients for the first
image (S1302).

On the other hand, if the image determined as the second
image is the original image (Yes in S1304), the correction
unit corrects the pixel values of the original image using the
coeflicients for the original image (S1306). Next, the cor-
rection unit limits the corrected pixel values to the range in
accordance with the predetermined relation (S1307).

It should be noted that limitation processing (S1303,
S1307) may not be performed every time. Limitation pro-
cessing may be performed once in the entire operation. Even
if limitation processing is performed only once, deteriora-
tion in image quality is inhibited compared to the case where
limitation processing is not performed.
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The image processing device may selectively include a
plurality of constituent elements according to the present
disclosure, and the image processing method may selec-
tively include a plurality of processes according to the
present disclosure.

Furthermore, the constituent elements according to the
present disclosure may be circuits. These circuits may form
one circuit as a whole, or separate circuits. These circuits
may be general-purpose circuits or dedicated circuits.

A computer may execute the processes according to the
present disclosure. For example, a computer executes a
program using hardware resources such as a processor
(CPU), amemory, and an input output circuit, thus executing
the processes according to the present disclosure. Specifi-
cally, a processor obtains data to be processed, from a
memory or an input output circuit and calculates the data or
outputs the calculation result to a memory or an input output
circuit, to execute the processes.

A program for executing the processes according to the
present disclosure may be stored in a non-transitory com-
puter-readable recording medium such as a CD-ROM. In
this case, the computer reads the program from the non-
transitory recording medium and executes the program, to
execute the processes.

The image processing device according to the present
disclosure may be expressed as a spatial vision processing
device. The image processing method according to the
present disclosure may be expressed as a spatial vision
processing method.

The above is a description of embodiments as examples of
the technique according to the present disclosure. For this
purpose, the accompanying drawings and detailed descrip-
tion are provided.

Therefore, the constituent elements illustrated in the
accompanying drawings and described in the detailed
description may include not only a constituent element
necessary for addressing the problem, but a constituent
element not essential for addressing the problem, in order to
exemplify the above technique. Accordingly, because of a
mere fact that such a non-essential constituent element is
illustrated in the accompanying drawings and described in
the detailed description, the non-essential constituent ele-
ment should not be immediately determined to be required.

The embodiments described above are intended to exem-
plity the technique according to the present disclosure, and
thus various changes, replacement, addition, and omission,
for instance, can be made within the scope of claims and its
equivalent.

INDUSTRIAL APPLICABILITY

The present disclosure is applicable to an image process-
ing method for correcting the brightness of an original image
on a pixel-by-pixel basis. Specifically, the present disclosure
is applicable to image processing devices such as a liquid
crystal display, a BD player, and a network player.

The invention claimed is:

1. An image processing method for correcting, on a
pixel-by-pixel basis, brightness of an original image which
includes pixels having pixel values each related to bright-
ness, the image processing method comprising:

(a) generating coefficients corresponding to pixels of a
reduced image of the original image, using a predeter-
mined relation for a pixel value of a current pixel to be
processed, a brightness state related to brightness of a
portion surrounding the current pixel, and a coefficient
for correcting the pixel value of the current pixel; and
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(b) generating coeflicients corresponding to the pixels of
the original image from the coefficients corresponding
to the pixels of the reduced image, to expand the
coeflicients corresponding to the pixels of the reduced
image to the coefficients corresponding to the pixels of
the original image, and correcting the pixel values of
the pixels of the original image using the coefficients
corresponding to the pixels of the original image,

wherein in step (b), the coefficients corresponding to the
pixels of the reduced image are expanded to the coef-
ficients corresponding to the pixels of the original
image by performing, on the coefficients corresponding
to the pixels of the reduced image one or more times,
expansion processing of expanding coefficients from
coeflicients corresponding to pixels of a first image to
coeflicients corresponding to pixels of a second image
larger than the first image, and

step (b) further includes limiting, to a limit range accord-
ing to the predetermined relation, at least one of (i) a
coeflicient corresponding to a pixel of the pixels of the
second image in at least one of the one or more times
the expansion processing is performed or (ii) a cor-
rected pixel value of the corrected pixel values of the
pixels of the original image.

2. The image processing method according to claim 1,

wherein in step (b),

the limit range is a range for a coefficient obtained using
a pixel value of the pixel of the second image as the
pixel value of the current pixel, in accordance with the
predetermined relation, and

the coefficient corresponding to the pixel of the second
image is limited to the limit range.

3. The image processing method according to claim 1,

wherein in step (b),

the limit range is a range in which the corrected pixel
value is obtained by correcting a pixel value of a pixel
of the pixels of the original image using one of coef-
ficients in a range for a coefficient obtained using the
pixel value of the pixel of the original image as the
pixel value of the current pixel in accordance with the
predetermined relation, and

the corrected pixel value of the pixel of the original image
is limited to the limit range.

4. The image processing method according to claim 2,

wherein the limit range has, for each of pixel values each
representing the pixel value of the current pixel, an
upper limit which is a greatest one of coefficients
obtained according to brightness states each represent-
ing the brightness state, in accordance with the pixel
value, the brightness states, and the predetermined
relation.

5. The image processing method according to claim 2,

wherein the limit range has, for each of pixel values each
representing the pixel value of the current pixel, a lower
limit which is a smallest one of coefficients obtained
according to brightness states each representing the
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brightness state, in accordance with the pixel value, the
brightness states, and the predetermined relation.

6. The image processing method according to claim 3,

wherein the limit range has, for each of pixel values each
representing the pixel value of the current pixel, an
upper limit which is a corrected pixel value obtained by
correcting the pixel value using a greatest one of
coeflicients obtained according to brightness states
each representing the brightness state, in accordance
with the pixel value, the brightness states, and the
predetermined relation.

7. The image processing method according to claim 3,

wherein the limit range has, for each of pixel values each
representing the pixel value of the current pixel, a lower
limit which is a corrected pixel value obtained by
correcting the pixel value using a smallest one of
coeflicients obtained according to brightness states
each representing the brightness state, in accordance
with the pixel value, the brightness states, and the
predetermined relation.

8. An image processing device for correcting, on a pixel-

by-pixel basis, brightness of an original image which
includes pixels having pixel values each related to bright-
ness, the image processing device comprising:

a generation unit configured to generate coefficients cor-
responding to pixels of a reduced image of the original
image, using a predetermined relation for a pixel value
of a current pixel to be processed, a brightness state
related to brightness of a portion surrounding the
current pixel, and a coefficient for correcting the pixel
value of the current pixel; and

a correction unit configured to generate coefficients cor-
responding to the pixels of the original image from the
coeflicients corresponding to the pixels of the reduced
image, to expand the coefficients corresponding to the
pixels of the reduced image to the coeflicients corre-
sponding to the pixels of the original image, and correct
the pixel values of the pixels of the original image using
the coefficients corresponding to the pixels of the
original image,

wherein the correction unit is configured to expand the
coeflicients corresponding to the pixels of the reduced
image to the coefficients corresponding to the pixels of
the original image by performing, on the coefficients
corresponding to the pixels of the reduced image one or
more times, expansion processing of expanding coef-
ficients from coefficients corresponding to pixels of a
first image to coefficients corresponding to pixels of a
second image larger than the first image, and

the correction unit is further configured to limit, to a limit
range according to the predetermined relation, at least
one of (i) a coefficient corresponding to one of the
pixels of the second image in at least one of the one or
more times the correction unit performs the expansion
processing or (ii) one of the corrected pixel values of
the pixels of the original image.
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